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Based on a recent Comm. ACM article

https://cacm.acm.org/magazines/2022/6/261173-
responsible-data-management
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AI: algorithms, data, decisions

Artificial Intelligence (AI)

a system in which algorithms use 
data and make decisions on our 
behalf, or help us make decisions
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The promise of AI

Opportunity

make our lives convenient


accelerate science 


boost innovation


transform government




Title TextTitle Text

@stoyanoj

Machines make mistakes
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Mistakes lead to harms
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Harms can be cumulative
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The promise of AI in hiring

Opportunity

efficiency for employers


efficiency for job seekers


improved workforce diversity
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Racial bias in resume screening

September 2004

We study race in the labor market by sending fictitious 
resumes to help-wanted ads in Boston and Chicago 
newspapers. To manipulate perceived race, resumes are 
randomly assigned African-American- or White-sounding names. 
White names receive 50 percent more callbacks for 
interviews. Callbacks are also more responsive to resume quality 
for White names than for African-American ones. The racial gap is 
uniform across occupation, industry, and employer size. We also 
find little evidence that employers are inferring social class from 
the names. Differential treatment by race still appears to still be 
prominent in the U. S. labor market.
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July 2015

October 2018

September 2014

February 2013

Bias in algorithmic hiring

March 2021
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Arbitrariness in algorithmic hiring

AAAI/ACM Conference on AI, Ethics, 
and Society (AIES 2022)
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New York City Local Law 144 of 2021

This law requires that a bias audit be conducted on an automated 
employment decision tool prior to the use of said tool. The bill also requires 
that candidates or employees be notified about the use of such tools in 
the assessment or evaluation for hire or promotion before these tools are 
used, as well as be notified about the job qualifications and 
characteristics that will be used by the tool. Violations of the provisions of 
the bill are subject to a civil penalty.

December 11,  2021



Great!  Now what?



all about that 
bias
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Bias in computer systems

Pre-existing: exists independently of 
algorithm, has origins in society

Technical: introduced or exacerbated 
by the technical properties of an ADS

Emergent: arises due to context of use

[Friedman & Nissenbaum (1996)]



pre-existing bias



Pre-existing bias has 
origins in society



Pre-existing bias has 
origins in society



Pre-existing bias has 
origins in society



Pre-existing bias has 
origins in society
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Example of pre-existing bias

https://www.brookings.edu/blog/up-front/2020/12/01/sat-math-scores-mirror-
and-maintain-racial-inequity/



equality of 
opportunity

[Arif Khan, Manis, Stoyanovich (2022)]
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Principles of equality of opportunity

Fair contests:  competitions should only 
judge people based on morally relevant 
“merit” (i.e., qualifications), not based on 
morally arbitrary factors (e.g., gender, 
race, socio-economic status)

 

Fair life chances: level the playing field 
over a lifetime
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Domains of equality of opportunity

(1) Fairness at a specific decision point
distribution of social goods, like 
employment & loans


(2) Equality in developmental opportunity
access to opportunities that shape 
one’s ability to compete for positions at 
a decision point 

(3) Equality of opportunity over a lifetime 
access to comparable opportunity sets
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Diverse balanced ranking
  Goals

diversity: pick k = 4 candidates, including 2 of each 
gender, and at least one per race


utility: maximize the total score of selected 
candidates

score = 373

score = 372

  Problem

picked the best White and male 
candidates (A, B) but did not 
pick the best Black (E, F), Asian 
(I, J), or female (C, D) candidates

Beliefs

scores are more informative within 
a group than across groups - effort 
is relative to circumstance


it is important to reward effort

[Yang,  Gkatzelis, Stoyanovich (2019)]



From beliefs to interventions

C D G H K L

95 95 90 86 83 83

highest-scoring

skipped

lowest-scoring

selected

Fairness for female candidates 83 / 95 = 0.91

BEFORE: diversity constraints only 

AFTER: diversity and fairness 
constraints 

[Yang,  Gkatzelis, Stoyanovich (2019)]

Beliefs

scores are more informative within 
a group than across groups - 
effort is relative to circumstance


it is important to reward effort
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Normative mapping



Intersectional causal fairness

gender race X Y
B m w 6 12
C m b 5 9
D f w 6 8
E m w 4 7
F f b 3 6
K f a 5 5
L m b 1 3
O f w 1 1

  Problem

weight lifting ability is mapping 
to qualification score differently 
depending on gender

  Goal 
hire k = 4 best-qualified 
candidates at a moving 
company 

Beliefs
G R

X

Y

G R

X

Y

? ?

[Yang, Loftus, Stoyanovich (2021)]



From beliefs to interventions

[Yang, Loftus, Stoyanovich (2021)]

Idea: Compute counterfactual scores, 
treating each individual in the sample as 
though they had belonged to one 
intersectional group (e.g., Black women).   
Rank on those scores.  


This process produces a counterfactually 
fair ranking.
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allow for 
resolving 
mediators
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Normative mapping



technical bias



Technical bias may be 
introduced or exacerbated by the 
technical properties of an ADS
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Fair-ML view
where did the data 

come from?

what happens 
inside the box? how are results 

used?



Model development lifecycle

  Goal

design a model to predict an 
appropriate level of compensation 
for job applicants


[Schelter,  He, Khilnani, Stoyanovich (2020)]

demographics

employment

split

preprocess select 
model 

tune  &
validate

  Problem

accuracy is lower for middle-aged 
women - a fairness concern!


now what?

interpolate
missing
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Missing values: Observed data
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Missing values: Imputed distribution
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Missing values: True distribution
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Missing value imputation

are values missing at random (e.g., gender, 
age, years of experience, disability status on 
job applications)?


are we ever interpolating rare categories 
(e.g., Native American)


are all categories represented (e.g., non-
binary gender)?
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Data filtering

“filtering” operations (like selection and join), can arbitrarily change 
demographic group proportions


select by zip code, country, years of C++ experience, others?

Example Inspections

• Change detection for the proportions of protected groups: compute histograms of operator outputs 
 
 
 
 

14

age_group county
60 CountyA
60 CountyA
20 CountyA
60 CountyB
20 CountyB
20 CountyB

data = data[data.county = “CountyA”]
age_group county

60 CountyA
60 CountyA
20 CountyA

• Lineage tracking: generate identifier annotations for records and propagate them through operators

50% vs 50%
66% vs 33%

ssn smoke
123 Y
456 N
789 Y

ssn cost
123 100
789 200

ssn smoke cost
123 Y 100
789 N 200

smoke cost
Y 100
N 200

data = pd.merge([patient, cost],  
                on=“ssn”)
data = data[[“smoke”, “cost”]]

[p1]
[p2]
[p3]

[c1]
[c2]

[p1, c1]
[p3, c2]

[p1, c1]
[p3, c2]
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Data filtering

Example

Operations like Selections, Joins and Missing Value imputation can

introduce data distribution issues

Grafberger mlinspect 4 / 6

“filtering” operations (like selection and join), can arbitrarily change 
demographic group proportions


select by zip code, country, years of C++ experience, others?
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ML pipelines in the wild
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ML research vs. production

Research lab conditions

• mental model of working in a Jupiter notebook


• data is clean, static, well-understood, ML-ready


• developer has PhD in ML


Production conditions

• data produced continuously, never clean


• data originates from many sources, often not under 
developer’s control


• model training is only one piece in a complex pipeline


• non-expert developers / operators / end-users


• even experts can make mistakes!

[Schelter et al. (2019)]
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What makes inspection difficult?

Relational DBMS: explicit data model (relations), 
computations (queries) expressed declaratively in 
relational algebra 

Algebraic properties enable automatic inspection: 
identifying all input records that contributed to a query 
result (why-provenance)


ML pipelines: lack of unifying algebraic foundation for 
data preprocessing, different technologies “glued 
together” 

[Schelter et al. (2019)]
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The way forward

First approach: invent new holistic systems to regain 
control; would require rewriting all existing code 

Second approach: manually annotating existing code; 
does not happen in practice


Our approach: retrofit inspection techniques into the 
existing data science landscape


Key observation: declarative specification of operations 
for preprocessing present in some popular ML libraries


Pandas mostly applies relational operations 


Estimator / Transformer pipelines (scikit-learn / 
SparkML / Tensorflow Transform) offer nestable and 
composable way to declaratively specify feature 
transformations  

[Grafberger, Stoyanovich, Schelter (2021)]
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mlInspect: a data distribution debugger

[Grafberger, Stoyanovich, Schelter (2021)]

Embedding vectors
may not be available 
for rare names!

‘race’ as a feature
might be illegal!

Imputation might 
change proportions
of groups in data

# load input data sources, join to single table
patients = pandas.read_csv(…)
histories = pandas.read_csv(…)
data = pandas.merge([patients, histories], on=['ssn'])

# compute mean complications per age group, append as column
complications = data.groupby('age_group')
 .agg(mean_complications=('complications','mean'))
data = data.merge(complications, on=['age_group'])

# Target variable: people with frequent complications
data['label'] = data['complications'] > 
  1.2 * data['mean_complications']

# Project data to subset of attributes, filter by counties
data = data[['smoker', 'last_name', 'county', 
             'num_children', 'race', 'income', 'label']]
data = data[data['county'].isin(counties_of_interest)]

# Define a nested feature encoding pipeline for the data
impute_and_encode = sklearn.Pipeline([
  (sklearn.SimpleImputer(strategy='most_frequent')),
  (sklearn.OneHotEncoder())])
featurisation = sklearn.ColumnTransformer(transformers=[
  (impute_and_encode, ['smoker', 'county', 'race']),
  (Word2VecTransformer(), 'last_name')
  (sklearn.StandardScaler(), ['num_children', 'income']])

# Define the training pipeline for the model
neural_net = sklearn.KerasClassifier(build_fn=create_model())
pipeline = sklearn.Pipeline([
  ('features', featurisation),
  ('learning_algorithm', neural_net)])

# Train-test split, model training and evaluation
train_data, test_data = train_test_split(data)
model = pipeline.fit(train_data, train_data.label)
print(model.score(test_data, test_data.label))

Column ‘age_group’ 
projected out, but 
required for fairness

Join might 
change proportions
of groups in data

Potential issues 
in preprocessing
pipeline: Data Source Data Source

Join
on ssn

Aggregate
group by age_group

Split 
Training set

Project
smoker

Project
lastname

Project
n_child.

Project
income

Project
county

Project
race

Impute
smoker

Encode
smoker

Impute
county

Encode
county

Impute
race

Encode
race

Scale
n_child.

Scale
income

Embed
lastname

Concatenate Learner
Neural Network

Join on age_group

Split 
Test set

Project comp. Project mean.

Project label

1

Project
smoker, lastname, county, 

n_children, race, income, label

Filter
county

Project
label

2

3

46

5

Python script for preprocessing, written exclusively 
with native pandas and sklearn constructs

Corresponding dataflow DAG for 
instrumentation, extracted by mlinspect

1

2

5

6

Selection might 
change proportions
of groups in data

3

4

PipelineInspector 
.on_pipeline('health.py')
 .no_bias_introduced_for(
 ['age_group', 'race'])
 .no_illegal_features()
 .no_missing_embeddings()
.verify()  

mlinspect

Declarative inspection
of preprocessing pipeline
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mlInspect: a data distribution debugger

mlInspect: library that instruments ML 
preprocessing code with custom inspections 
to analyze a single pipeline execution and 
detect potential issues  

• works with “native” preprocessing pipelines 
(no annotation / manual instrumentation 
required) in pandas / sklearn / keras


• represents of preprocessing operations 
based on dataflow graph 


• allows users to implement inspections as 
user-defined functions that are automatically 
applied to the inputs and outputs of 
operations 


[Grafberger, Stoyanovich, Schelter (2021)]

demo: https://surfdrive.surf.nl/files/index.php/s/ybriyzsdc6vcd2w 1:06-4:00 
code: https://github.com/stefan-grafberger/mlinspect
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Data quality and fairness

[Guha, Arif Khan, Stoyanovich, Schelter (2023)]

  

• poor-quality data can hurt ML model accuracy


• data from historically disadvantages groups 
may suffer from poorer quality


• systematic differences in data quality may hurt 
performance of predictors - a fairness concern


• RQ1: Does the incidence of data errors track 
demographic group membership in ML 
fairness datasets?
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Data quality and fairness

[Guha, Arif Khan, Stoyanovich, Schelter (2023)]

  

• poor-quality data can hurt ML model accuracy


• data from historically disadvantages groups 
may suffer from poorer quality


• systematic differences in data quality may hurt 
performance of predictors - a fairness concern


• RQ1: Does the incidence of data errors track 
demographic group membership in ML 
fairness datasets?


• RQ2: Do common automated data cleaning 
techniques impact the fairness of ML models 
trained on the cleaned datasets?
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Impact of automated data cleaning on fairness

what are we 
explaining?

ongoing 
work

[Guha, Arif Khan, Stoyanovich, Schelter (2023)]

https://github.com/amsterdata/demodq



emergent bias
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Example of emergent bias

the circular problem of “merit”

snowball effect of privilege 
and disadvantage
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New York City Local Law 144 of 2021

This bill would require that a bias audit be conducted on an automated 
employment decision tool prior to the use of said tool. The bill would also 
require that candidates or employees that reside in the city be notified 
about the use of such tools in the assessment or evaluation for hire or 
promotion, as well as, be notified about the job qualifications and 
characteristics that will be used by the automated employment decision 
tool. Violations of the provisions of the bill would be subject to a civil 
penalty.

December 11,  2021
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Nutritional labels for job seekers

https://www.wsj.com/articles/hiring-job-candidates-ai-11632244313

Artificial-intelligence tools are seeing ever broader use 
in hiring. But this practice is also hotly criticized 
because we rarely understand how these tools select 
candidates, and whether the candidates they select 
are, in fact, better qualified than those who are 
rejected.


To help answer these crucial questions, we should 
give job seekers more information about the hiring 
process and the decisions. The solution I propose is 
a twist on something we see every day: nutritional 
labels. Specifically, job candidates would see simple, 
standardized labels that show the factors that go into 
the AI’s decision.

September 22, 2021
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Nutritional labels for job seekers

September 22, 2021

https://www.wsj.com/articles/hiring-job-candidates-ai-11632244313



Title TextTitle Text

@stoyanoj

Anatomy of a job posting label

Qualifications Data Assessment

knowledge of 
financial 
systems

team 
player

GPA>3

BS in 
Accounting

resume

LinkedIn profile

credit score

other social media 
(optional)

AI-assisted personality 
prediction

Personal interview 
(accommodations 

upon request)

https://www.wsj.com/articles/hiring-job-candidates-ai-11632244313



wrapping up



Nuance, please!
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Responsible Data Science @ NYU

https://dataresponsibly.github.io/rds



https://dataresponsibly.github.io/we-are-ai/
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We are AI comics

dataresponsibly.github.io/we-are-ai/comics
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We are AI comics: in Spanish

dataresponsibly.github.io/we-are-ai/comics
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Scientific comics

dataresponsibly.github.io/comics
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AI is what WE make it!

Creations of the human spirit, 
algorithms - and AI - are what we 
make them.  And they will be what 
we want them to be: it’s up to us to 
choose the world we want to live in.



Thank you!
Julia Stoyanovich
New York University
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